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Conclusions 
This paper presents an application of statistical size zone matrix and 
morphological pattern spectrum to the automatic classification of 
cells. These methods provides powerful features who are then 
combined to three classifiers in order to provide an efficient 
classification of cells. 
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This paper presents an automatic 
and efficient fluorescence-labelled 
cell classification method, based on 
using two different families of 
descriptors and three different 
classifiers. The method provides a 
high classification rate for the 
dataset under study. 

Working Data 
The dataset contains 1457 cells is acquired by indirect immunofluorescence (IIF), 
provided by the ICPR 2012 HEp-2 Cells Classification contest, and divided into 6 
classes: 
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Two Characterization Techniques and Three  Classifiers 

⇒ 

Gray Level Size Zone Matrix: [1] provides a statistical 
representation by the estimation of a bivariate (size / 
intensity) conditional probability density function of the 
image distribution values. 

Pattern Spectrum: [2] studies the size distribution of the 
objects of an image, with families of morphological 
openings φ and closings γ. 

Classification: 
 Logistic Regression  [3]   (LR) 
 Random Forest  [4]   (RF) 
 Neural Network  [5]   (NN) 

One sub-model per class, per characterization technique 
and per classifier.  
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