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ABSTRACT

The study of social animal interactions is used as means for

understanding animal behavior and biology. In this work, we

describe a computerized method that utilizes 3D visual hull

reconstruction to identify and localize rhesus macaques in

their social groups. There are three major steps in this study.

First, we collect experimental data from four synchronized

cameras at different locations and angels in a cage contain-

ing five rhesus macaques. Second, by using computer vision

algorithms, we detect and identify animals using 2D obser-

vations that were provided from the previous step. This pro-

vides essential quantitative data for animal behavior research.

Finally, by applying visual hull reconstruction algorithm, we

automatically build a 3D model for each rhesus macaques on

every frame. The results of this work can be used for tracking

these animals in their cage, and furthermore it can be used for

activity recognition of social interactions of rhesus macaques.

The method we developed in this paper, shows promising re-

sults that are accurate, yet runs in a timely manner ; this makes

this algorithm suitable for large datasets and we can use it for

future high-level recognition tasks.

Index Terms— Visual hull reconstruction, social ani-

mals, object detection, background substraction

1. INTRODUCTION

Having an automated system to be able to observe and model

the social activities and animal behaviors gives us the ability

to recognize and understand the behaviors of social animals.

Creating such mechanism has a wide range of applications.

The ability to better protect animals which are in danger, us-

ing the animal models for health research, helping zoos for

creating a better environment for animals are some of its ap-

plications. Another important aspect of such system is in an-

imal biology research.

Our objective is to show how computer vision, machine

learning research in general and 2D object detection, 3D re-
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Fig. 1. Collected observation video dataset from four views.

All cameras are synchronized. Primates are identified through

colored collars around their necks.

construction in particular can accelerate the rate and quality of

research in behavior of social animals. Most of studies done

on animal behavior have one major limitation and that is the

slow rate of processing and analyzing collected data. Surveil-

lance of social behavior is either processed by a human ex-

pert who has been trained to recognize different behaviors or

by videotaping the animals and later coding the videotapes.

As for the former method, apart from the fact that an expert

should be available all the time, he also needs to pay atten-

tion to all the behaviors happening at the same time; therefore

it is pretty common that some behaviors be missed or misla-

beled. And the later method is very time and space consum-

ing. Hence, having an automated system that does both the

surveillance and behavior recognition could be a lot of help

in understanding compound social behaviors with no need of

human observation.

In this work, we develop a general framework for detect-

ing, localizing, and reconstructing images of social animals

in 3D observation environment. Many 2D and 3D vision

techniques are explored and tailored for the social animal re-

search. We think that an automated all-directional observa-
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tion system is necessary for any practical application, because

both recognizing high-level behaviors and kinematic model-

ing of animals require a system that is robust to object rota-

tions, translations, occlusions, and depth variations. Without

a 3D observation, these difficulties can not be addressed ef-

fectively.

Our primary contribution in the animal behavior research

study is that we provide 3D observations from 2D videos. The

major steps to get 3D observations from 2D videos are:

• Primate detection and identification in 2D: We train

a primate detector and a background model from a

small portion of labeled video data. Then these two

techniques are integrated to generate 2D shapes of

detected primates.

• Multiview environment and calibration: Once the

silhouettes are gathered from multiple 2D views, we

can use calibrated multiple cameras to project synchro-

nized 2D observations into 3D space.

• 3D visual hull reconstruction: Based on those pro-

jections and calibrated 3D environment, we can re-

construct 3D primates based on shape-from-silhouettes

techniques.

Detection helps us towards tracking rhesus macaques in

a video sequence and the 3D visual hall reconstruction gives

us information regarding shape and relative distance of these

species from each other. These two components are essential

for activity recognition since some social behaviors can be

extracted from relative distance of species such as dominance,

or aggression; and some behaviors are extracted from the 3D

shape of the monkeys, such as locomotion or grooming.

2. RELATED WORK

In this section, we provide a selected review of closely related

work. After briefly describing behavior research of primates

relevant to this work and current measurements, we summa-

rize the state-of-the-art algorithms from computer vision for

tackling computational challenges in our specific aims.

Primate Behavior Research: Behaviors, especially so-

cial interactions, among primates are widely studied. There

are some common categories for these social behaviors [1],

some of these categories are as follows: A nonviolent demon-

stration between a pair of primates; a series of social con-

nections between primates which can be interpreted as some

sort of relation between them, e.g. dominant/subordinate; and

social hierarchy, which goes one step further from social rela-

tions between a pair and gives more general information about

their groups , e.g. which primate is the leader/follower.

Computer Vision based Animal Behavior Analysis: In

computer vision community, many studies utilize videos of

animals as testing dataset for developing new algorithms, es-

pecially for tracking or behavior recognition.
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Fig. 2. Framework.

Khan et al. [2] developed a system that can automatically

generate the three dimensional trajectory of primates in an

outdoor environment. Their purpose is to evaluate the naviga-

tional abilities of non-human primates. Their system extracts

primate kinematic features such as path length, speed, and

other variables impossible for an unaided observer to note.

From trajectories, they computed and validated a path length

measurement and proposed a method for automatic behavior

detection. Also, their system is used to examine the sex dif-

ferences in spatial navigation of rhesus primates. Chaumont

et al. [3] proposed a computerized method and a software

called MiceProfiler, that uses geometrical primitives to model

and track social interactions in mice. Their system monitors

a comprehensive repertoire of behavioral states and temporal

evolution, which is utilized for identifying the key events that

trigger social contact. Balch et al. [4] proposed an automated

labeling system for studying social insect behaviors, which is

inspired by multirobot systems, speech recognition and com-

puter vision research. Their ultimate goal is to automatically

create executable models of animal behavior. Several algo-

rithms are developed for tracking, recognizing, and learning

models of social animal behavior.

3. METHODOLOGY

3.1. Primate detection and identification in 2D

3.1.1. Primate detection

The goal is to detect and localize primates in 2D image frames

from videos of each view.There are two main phases in this

module: training phase and detection phase.



• Training phase: For each of the four views, we man-

ually labeled 1K instances of monkeys and randomly

sampled 2K negative non-monkey patches with similar

size. and created a fixed-resolution (60 × 60) normal-

ized training image data set, in total 12K annotated

images. Then we encoded images into feature spaces.

Here we selected Histogram of Oriented Gradients

(HOG)[5] and Average RGB(aRGB) as the feature de-

scriptors. Popular HOG descriptor aims at extracting

object local appearance and shape information, which

can be described by the distribution of intensity gradi-

ents over different edge directions. aRGB was mainly

used to supplement the color information of objects.

For each view, based on the labeled data, we trained a

binary classifier or detector by using linear SVM [6].

For each detector and parameter combination a prelim-

inary detector is trained and tested again on the training

set. Using all the false positives obtained, the detector

is re-trained. This re-training significantly improved

the performance of each detector.

• Detection phase: The basic detection sliding window

sizes we set are [60 60], [60 100], [100 60], [100 100].

Then we use 10-level pyramid images to detect in-

stances of multiple scales. The scale step size is 1.05.

The same HOG and aRGB features are extracted over

the windows at all locations and linear SVM classifier

is run to decide if an instance is a primate or not. Fi-

nally, multiple detections are fused with non-maximum

suppression. Methods that extract features such as

Scale-invariant Feature Transform (SIFT) or Speeded

Up Robust Features (SURF) cannot be used in this

study since the extracted features using these methods

cannot classify the primates and background with the

current cage setup.

3.1.2. Extract silhouettes

We want to reconstruct and locate 3D pose (visual hulls) of

primates in the observation environment. The basic idea is

to use 2D silhouettes information from synchronized multi-

ple views reconstructing 3D shape of the objects. These types

of methods in the literature are called shape from silhouettes

[7, 8, 9]. So a good extraction of silhouettes in 2D images is

critical for later 3D reconstruction. Two type of background

substraction techniques are used here to handle static and mo-

tive cases of primates respectively. Since there are multiple

moving objects (primates) under observation, to have sepa-

rate silhouettes for each primate we need to take advantage

of both primate detection and background substraction tech-

niques. In our approach, we only consider background sub-

straction within each detected bounding boxes.

For background subtraction we created a static model for

the background in each view based on some images of the
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Fig. 3. Environment set up and lens installation.

empty cage. To obtain the foreground, for each frame we nor-

malized the created static background image with that image

and then subtracted it to obtain the foreground. Finally we bi-

narized the result just to have the primates as foreground and

everything else as background.

3.2. Multiview environment and calibration

In order to determine the visual hull corresponding to a set

of primate silhouettes, the cameras that produced the images

must be calibrated. This means that the intrinsic camera pa-

rameters (such as focal length, principal point) and the pose

must be (at least approximately) known. So camera calibra-

tion is another necessary step in building our 3D vision as-

sisted observation environment. We use four cameras from

different views as a quantitative sensor to recover 3D quan-

titative measures about the observed scene from 2D images.

For our study, from a calibrated camera we can measure how

far a primate is from the camera, or the height of the primate,

etc. Here we briefly introduce the calibration algorithm we

applied in our system and some specifications about the envi-

ronment.

Figure 3 shows the experimental environment of our

project. We are using 3 of the Kowa lenses (LM5JC1M 2/3”,

focal length 5mm, f/2.8) for the wall cameras and the Ed-

munds fish eye lens (Optics NT62-274, focal length 1.8mm,

f/1.4) for the ceiling camera. The calibration algorithm we

used is very similar to [10] which will estimate the intrinsic

parameters, including focal length, principal point, skew co-

efficient, and distortions, and extrinsic parameters including

rotations and translations. Figure 4 illustrates our calibration

process.

3.3. 3D visual hull reconstruction

If camera intrinsic and extrinsic parameters are known from

calibration, then the visual hull [11, 12, 13] can be computed
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Fig. 4. Calibration process. A checkerboard of size 16.8′′ ×
24′′ is used for calibration. The top figure shows the 3D loca-

tions of each camera.

by intersecting the visual cones corresponding to silhouettes

captured from multiple views. The visual hull of a 3D object

S is the maximal volume consistent with silhouettes of S. A

formal definition of Visual Hull (VH) is first introduced by

Laurentini [11] as following:

“The visual hull V H(S,R) of an object S rel-

ative to a viewing region R is a region of E3

such that, for each point P ∈ V H(S,R) and

each viewpoint V ∈ R, the half-line starting at

V and passing through P contains at least a point

of S.”[11]

Directly building visual hulls by intersecting the visual

cones is very difficult in practice due to the curved and irreg-

ular surface of objects, which results in a complex geomet-

rical representation for its cones. Therefore approximation

methods are required. Polyhedral shape based approach [12]

and volume based approach [14] are normally used for this

purpose. We adopt the latter approach for its efficiency. Al-

gorithm 1 shows a pseudo code of the approach.

Algorithm 1 Visual hulls approximation from K views

1. Divide the 3D space of interest into N×N×N discrete

voxels vn, n = 1, .., N3. voxels

2. Initialize all the N3 voxels as object voxels

3. For n = 1 to N3 {
— For k = 1 to K {
—— Project vn into the kth image plane by the projec-

tion function P k;

—— If the projected area P k(vn) lies completely out-

side Sk, then classify vn as non-object voxels;

— }
}

4. The visual hull V H is approximated by the union of all

the object voxels.
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Fig. 5. 2D example of the visual hull approximation algo-

rithm. C1, C2, C3 are different views with corresponding sil-

houettes S1, S2, S3. The yellow area is the approximation of

the visual hull; the area enclosed by black lines is the actual

visual hull; and the blue shape in the center is the object.

4. EXPERIMENTAL EVALUATION

4.1. 2D primate detection results

Figure 6, Figure 7, and Table 1 show our results on 2D pri-

mate detection. The challenge of detection comes from mul-

tiple factors. Firstly, due to the settings of the environment,

the illumination varied in different locations, furthermore, it

may change from time to time, too. So we cannot simply

rely on background subtraction or illumination-sensitive fea-

tures. Secondly, although the primates wear collars of differ-

ent color, these are easily occluded when they move, or be-

come indistinguishable when the illumination is low. There-

fore, the main feature we used to detect primates is HOG.

The main challenge to detect primates with HOG feature

is the variable shape of the primate body. The reason that
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Fig. 6. Primate detection in 2D. In column one, green boxes

are the ground truth; red boxes are the detection results. Col-

umn two shows the extracted silhouettes by background sub-

straction over detected bounding boxes.

HOG can successfully detect pedestrians, for instance, is that

the contours of all standing human beings look similar. The

ratio between width and height is almost constant.. However,

the contour of a crouching monkey is quite different from that

of a jumping one.

For each view we trained a separate detector. We used a

test video to evaluate the detector’s performance. The results

are shown in Table 1. TP stands for true positive, FP stands

for false positive and FN stands for false negative. The PR

curve in Figure 7 shows the relation between precision and

recall rate with SVM threshold varied. From Figure 7, we

can see that View 2 and View 3 are better than View 1 and

View 4. It is reasonable because in View 2 and View 3 the

background is simple and the monkeys are usually separated.

In View 1, the background is strongly cluttered so there are

many false positives. In View 4, the monkeys on the benches

often occlude each other and the illuminance is low on the

floor area, so it is difficult to locate monkeys and therefore

many false negatives occur. Figure 6 is a good illustration for

these points.
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Fig. 7. PR-curve of 2D detection.

Table 1. 2D Primate Detection Results from 4 Views

Cameras TP FP FN Precision Recall

View 1 180 79 45 0.70 0.80

View 2 98 29 37 0.77 0.73

View 3 93 9 9 0.91 0.91

View 4 129 11 77 0.92 0.63

Overall 500 128 168 0.80 0.75

4.2. 3D primate visual hull results

After detecting the primates, we used the detection results to

reconstruct the 3D visual hulls of the primates in the cage.

For each view, we have a detection log which gives us the

bounding boxes around primates; combining the detection re-

sults and the foregrounds obtained from background subtrac-

tion technique, we can get a better estimate of the location

and shape of primates in 2D. For each frame, we created a

binarized image with primates as foreground and the rest as

background in each view. Finally we used these images to

create 3D visual hulls of the primates. However, since the

number of cameras is limited, having a profound shape after

3D reconstruction is not possible; therefore the final shape of

3D primate reconstructions will not be accurate. On the other

hand, it gives us the position of each primate at each frame,

which later can be used for social behavior study of primates .

Figure 9 illustrates this process for one primate in one frame.

Due to lack of space, we cannot present a series of visual hull

images.

5. CONCLUSION

In this paper, we presented a method to detect primates in the

cage and build a 3D visual hull for each primate in the cage.

Having this information, we were able to identify each pri-
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Fig. 8. 3D visual hull reconstruction result sample. Column

one are the original images; Column two shows the binary

images from 2D primate detection; Column three is the visual

hull constructed from three views.

mate in 3D. Aside from originality of the problem, this study

has a lot of challenges and we were able to overcome some in

this work. The size of data is enormous and requires the most

optimized techniques to reduce processing time. The envi-

ronment is dark with a lot of illumination changes and colors

of the collars are not visible or distinguishable in several time

periods. There are many moving objects apart from the mon-

keys in the environment (people, swing, toys) For our future

work, we will extend our detection to tracking primates in 2D

and 3D,and further, using the 3D visual hull reconstruction in

conjunction with 3D tracking results, we can extract activities

and relative social behaviors of primates.
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